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THE CONSTRUCTIVE IMPLEMENTATION OF LIEBIG’S LAW OF THE MINIMUM
IN THE PARADIGM OF SYNTHESIS OF A NEURAL NETWORK SUBJECT STATE

CLASSIFIER

Abstract. Liebig's law of the minimum is one of the fundamental laws in ecology, which states that the most significant
factor for the organism is the factor that deviates most from its optimal value and at the same time most significantly limits
the successful life of the organism, being the weakest link in the chain of its ecologic needs. Therefore it is very important
to identify the weak link in the life of organisms while classifying and predicting ecologic conditions. However, taking into
account ambiguity of the factor influence, compensation of the influence of some factors by others, as well as the synergis-
tic effect of influencing the result, Liebig's law should be considered as a law operating under conditions of a high degree
of uncertainty, which makes it difficult to apply it effectively in some cases. The purpose of the article is to find a deter-
ministic relationship of input factors with an objective function (a set of indicators of the study subject state), which in-
volves the synthesis of an ensemble of neural network models with forced learning on retrospective data examples, to en-
sure their adequacy, performance and accuracy, to create an algorithm for modifying the value of input factors for a given
class the state of the study subject for a pragmatic, highly effective use of Liebig's law in practice. In the paper it is consid-
ered a technology for quantitative evaluation of the determining force of influencing factors on the organism state based on
the synthesis of an ensemble of adequate models of the relationship between the space of input factors and the state of the
study subject. A quantitative differential evaluation of the influence of input factors on the state of the subject was carried
out; the adaptation of input factors to the objective state of the study subject was algorithmized. It expands the possibilities
of practical application of the Liebig’s law of the minimum, both in the quantitative evaluation of problematic ecologic fac-
tors, and in their variations to achieve the required state of the subject. The invariance of the developed technology for the
quantitative evaluation of the determining force of the input factors to the features of the subject area has been established,
which makes it possible to extend the obtained results to the animal and plant world and emphasizes the universality of the
provisions of Liebig's law.
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Introduction

Liebig's law of the minimum, formulated by
J. Liebig in 1840, is one of the fundamental laws in
ecology. It states that the most significant factor for the
organism is the factor that deviates most from its opti-
mal value and at the same time most significantly limits
the successful life of the organism being the weakest
link in the chain of its ecological needs [1, 2]. There-
fore, it is very important to identify the weak link in the
life of organisms while classifying and predicting of the
ecologic conditions. However, it should be noted that
the effect of a certain factor on various body functions is
ambiguous: optimum for some processes is not the
optimum for others, and vice versa. In addition, the
absence or deficiency of some ecologic factors can be
compensated by another factor with similar influence.
Sometimes there is a synergistic effect of influencing
the result and not always in the direction of increasing
the positive effect. This allows us to state that Liebig's
law should be considered as a law operating in condi-
tions of a high degree of uncertainty, which makes it
difficult to apply it effectively in practice in some cases
[2-4]. Thus, for its pragmatic, highly effective use in
practice, it’s necessary to develop a technology for
finding the deterministic dependence of the influencing
factors on the body state, convert this dependence into a
strict analytical and publicly available form and develop

an algorithm for fast and reliable modification of the set
of input factors to bring the body to the objective (opti-
mal) state.

Purpose of the study is to develop a technology
for evaluation of the influence of factors on the body
state based on the synthesis of an ensemble of adequate
models of the relationship between the space of input
factors and the state of the study subject, to provide a
quantitative evaluation of this influence and to make
algorithm of the adaptation of the input factors to the
objective state of the study subject. This expands the
possibilities of applying Liebig’s law of the minimum,
both in quantitative evaluation of problematic ecologic
factors and in their variations to achieve the required
state of the subject.

Task is to find a deterministic relationship be-
tween input factors and an objective function (set of
indicators of the state of the study subject), which in-
volves the synthesis of an ensemble of neural network
models with forced learning on examples of retrospec-
tive data, to ensure their adequacy, performance and
accuracy, to create an algorithm for modifying the value
of input factors for a given class of state of study subject
[3-7].

Results of research

Let’s establish the deterministic relationship of in-
put ecologic factors with the state of the subject in the
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classical way, using the Kolmogorov-Arnold theorem
about the representation of a function of several argu-
ments through the sum of the compositions of functions
of one variable [3], taking into account its analytical
transformation to the Hecht-Nielsen neural network
format [3-4]:
H
Y(X) =D Vi (WigXg +WipXo +.oot WinXp +U; ), (1)
i=1
where H is training sample dimension; o, v are
internal parameters of the neural network; n is number
of neurons; wiq, W,,...,W;, are neuron weights. Then

the adequacy of this statement (1) is achieved by forced
training of the neural network on a representative sam-
ple of examples.

Next, it is necessary to calculate the determining
force of the input ecologic factors.

It is appropriate to solve this problem using a prac-
tical evaluation of the Kharkevich information measure
[3,4], with the justification that any purposeful activity
is based on information that can be used for differential
factor analysis (of biological systems in our case). Ac-
cording to A.A. Kharkevich, there is a deterministic
relationship of information with the state and purposeful
behavior of the study object. And the measure of the
conditionality of the information value is determined by
the probability of achieving the objective from the re-
ceived information at multifactorial influence on the
study object [3,4]:

I} =log, (R 1P1), (2)

where PJ  and Pij are the probabilities of objective
achieving, respectively, before and after receiving in-
formation from the i-th factor; I is a quantitative

measure of the determining force of the i-th factor to
bring the study object into the j-th state.
The choice of this measure is due to the meaning

of the variables Pijand Pj, fixing, respectively, the

probability of the object’s transition to the j-th state
under the influence of the i-th factor and the probability
of an arbitrary transition of the object to the same state.
Expression (2) directly determines quantity of infor-

mation Ii‘ that affects the object at presence of i-th

factor. When quantity of information Iij >0, the i-th
factor contributes to the transition of the object into the
j- th state; when IiJ < 0, it prevents this transition; when

Iij =0, it does not affect the transition in any way, the

object is indifferent to the control action.

In the context of Liebig's law, this property implies
the ability to evaluate quantitatively the strength and
direction of ecologic factors through the magnitude and
sign of the information conditioning them. At the same
time, there are no fundamental restrictions on the nature
of the study object, the determining force and the num-
ber of influencing factors, which is essential when justi-

fying the application of this approach to modeling the
scheme for implementing Liebig’s law of the minimum.
In this case, the decision-maker has information about
the determining force of all input factors without excep-
tion.

With this approach, the practical solution of this
problem is reduced to minimizing the error function of
an artificial neural network during its forced training on
the examples of the set of initial historical data in a
given subject area [3-7]. In practice, the problem of
synthesizing of an adequate neural network is solved
expertly on the platform of a standard package of tech-
nical data analysis [8].

Thus, the algorithm for implementing Liebig's law
of minimum can be represented as follows: the states of
the study subject, as images, are described in the lan-
guage of their informative features, transformed into a
representative sample of historical precedents, fed to the
input of a neural network with a variable structure,
teaching methods, initial conditions, etc. [4]. After train-
ing the ensemble of models, the best one by perfor-
mance, accuracy and speed is selected from it. If neces-
sary, a separate application is created, for example, in
the "macro” option implementation mode.

Expanding the capabilities of Liebig's law, it is ap-
propriate to implement the option of modifying the
values of input factors for a given state of the study
subject. This is achieved by forming a residual (error)
function between the current and target state of the
study subject of the form:

_lM 2
E(X)—ZZ(y.(x) Yie ) @3)
i=1

where yi(xX) and yi;are, respectively, the current and
objective vectors of the state indicators of the study
subject. Next, the gradient of this error is calculated by
the vector of input ecologic factors and the modification
of the space of input factors is based on the following
computational procedures [3]:

X=Xy -grad E(x'), @)
where
of
67(X1' X111 %n)
1
i(xl,xz,...,xn)
grad E(Xq, Xy,..., Xp) =[/0%2 (5)

of
(X, Xo e, X
axn(l 210 %)

are components of residual function gradient.
Instrumental implementation of these computa-
tional procedures is carried out by one of the known
methods, for example, by the method of synthesis of a
dual neural network [3, 4]. In the process of neural net-
work model training two types of gradient of a complex
function are implemented: first one is formed from the
partial derivatives of the network error function by its
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weight coefficients; the second one is formed from the
partial derivatives of the mismatch function of the cur-
rent and objective states according to the set of input
control factors [7]. The functional diagram of the pro-
cess is shown in Fig. 1.

fH(A.A)

Fig. 1. The functional diagram of the synthesis
of a dual neural network

The current state yi (x) is instrumentally estimated
in the process of solving of yi (x) classification problem
arising from a more general formal problem of pattern
recognition according to the following rule:

G[H (@{og]) |, = sup, (6)

where [H (a),{wg })] is the rule for assigning a subject to

the appropriate class (k), wg € Qy, {w} is set of objects

in the class. Solution of (6) is achieved by optimizing of
rule (6) using one of the well-known methods [3, 4].

In order to form a training sample from the data-
base, it was used real information about the number of
sick patients, depending on the ecologic load in the
region (Fig. 2). Based on this set, a training sample was
formed with the allocation of three classes based on
their description in the space of 10 features (ecologic
factors) (Fig. 3).

The neural network training procedure is imple-
mented on the platform of a standard package of tech-
nical data analysis by a neural network module in the
“Decision Wizard” and “Network Designer” modes
with a variety of training methods, types of models,
sample power, dimension of input factors, activation
functions, architecture and network complexity [3, 8].

In our example, the performance acceptable for
practice (97%) in the classification mode was achieved
within (50-70) learning epochs, which is clearly illus-
trated by the table of characteristics of synthesized neu-
ral networks and training graphs for the best models
from the entire saved ensemble (Fig. 4, 5)/

The stable convergence of the iterative process and
the performance acceptable for practice on the training
and test sets, as well as the test control of the user's
observations by the values of the user corresponding to
the true classes [3,4] allow us to assert that the synthe-
sized models adequately implement the analytical de-
terministic dependence (1) of the subject's states on the
set of input ecological factors. Thus it is possible to
convert efficiently the results of the approximation of
the sought functional dependence (1) into an evaluation
of the determining strength of each factor on class of the
subject's state. This task was instrumentally solved by
activating the sensitivity evaluation option of the neural
network module of the technical analysis package [8],
and the result is presented in (Fig. 6) for the network
with the best performance from the final ensemble of
models (Fig. 4).

e v
Kox || Tosnen ceusc| cHcHY| cHC
mecTa|| oeer | Hheomo oEpaug % | NO |S02] CO |CnfH2 On| MnO2 | NH3 | Si02 H3 JMOCH | OCH3
] 13172 4541,78] 11348] 72534 38929 205 1111 48097 78,14 19,81 3337
2 1962 13277 4.48] 283873) 4748| 25047 3131 036 1008 0090|3744 10.04 16.66
3 210 11571 571 3031) 5677 1885 4,65 £.01 17 3.47 0.09 0.02 0,03
4 60.7 zeso] 12.85] 172.81] 290| s2msm 1513 o11] 2s8] 10787 1229 1.61 1,06
5 BE.7 11998 1352]  1201] 420] 38132 £.97 0.17 73 1102 138 036 0,66
6 403 14877] 3018]  3059] 2089] 3003 15.13 0.03 26 §37 1.95 0.4 0.7
7 426 3302 3s3g]  1eo74| 1T1s]  Ese .89 e EEE 4,65 .5 0.12 0,07
8 45.6 12423] 2724]  45.89] sag5| 8542 6.25 ool 41 137 0.07 0.04 0,01
Fig. 2. Fragment from the data set of the ecological load of the regions

1 2 3 4 5 [ 7 8 9 10 11
Mepi MNep2 Mep3 Mepd Meps Mepb Nep? Mepd Mepd Mepid | HoeMep
283673 4743808 2504,72 31,31 0,36 1003571 20,08 37,44 10,04 25,66 1
30,31 567,72 189,59 465 0,01 17 3,47 0,05 0,02 0,03 3
172,81 285,57 628 68 15,23 0.11 268 107,87 12,25 161 106 1
120.1 418,96 361.32 .37 0.17 7.3 11.02 1.38 0.36 0.66 1
30,59 208,89 309,83 15,13 0,03 25 2,37 1,85 0.4 0,7 2
19,74 171,92 859 2,39 0,01 3,08 4.65 0.5 0,19 0,07 3
4589 65.99 G542 6.25 0.01 4.1 1.37 0.07 0.04 0.01 2
45.06 565.2 218.76 2.63 0.01 5.56 30.35 1,34 0,12 0.06 2

Fig. 3. Fragment of a training sample with 10 variables and 3 classes

115



Cucmemu ynpaeninns, nagizauii ma 3¢'a3ky, 2021, eunyck 3(65)

ISSN 2073-7394

||L-'1T0r|.1 mogenei (Tabnuua)

N | Apxutektypa | [Npowasogutens KonTp. TecT. Anroputm | DyHEUMA @-7 aKTHE. D-A akTHe.
HOCTE 06’5"\4_ NpoW3BOOWTENEH | NPOUM3BOLAWTENBH OﬁyHEHHH oL BKK CEPBIThIX Heﬁp_ BhIXOOHBIX
OCTh. 0CTb. Help.
21 MLP 10-8-3 99.00498 100,0000 97.61905| BFGS 75 SurponnA Nwnepbonwueckan Coditmakc
3 MLP 10-8-3 84,07960 92,8571 76.19048| BFGS 16 3wrponuA unepbonuueckan Coditmarc
4 MLP 10-8-3 97.51244 92,8571 90.47619 BFGS 66 3urtponuAa Munepbonuueckan| Cofmakc
5 MLP 10-8-3 97.01493 97.6190 95.23810| BFGS 58 3urponwA Munepbonwueckan Codgitmakc
6 MLP 10-8-3 96,51741 92,8571 868,09524| BFGS 76 3utponuAa Munepbonwueckan  CodTmarc
Fig. 4. The characteristics of the ensemble of synthesized models
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Fig. 5. Diagrams of convergence of the learning process under different initial conditions
YyecTeuTensHocTe (Tabnuya ganHex)
Briboprw: Obyuarowan
Ceti Mep10 | Mepl | Mepd | Mep5 | Mepb | Mep? | Mepd | Mepd | Mepd [ Mep?
6.MLP 10-8-3 | 73.070911 38,29908| 32,07745 2877438 28,66677 18,06126 16,18869 1453044 7581324 6227305

Fig. 6. Results of evaluation of the relative sensitivity of input factors
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The higher the sensitivity of the factor, the more
;) - quantitative measure of the determining force of

the i-th factor to transfer the study object into the j-th
state according to expression (2).

This is the solution of the problem of constructive
implementation of the Liebig's law of minimum, when a
differential quantitative evaluation of the determinative
force of each factor on the state of the study object is
obtained.

After that, it is not difficult to select expertly the
user values for a given state of the subject or automati-
cally activate an algorithm for search of the required
ratio of factors to ensure the objective state, implement-
ing a functional scheme for the synthesis of a dual neu-
ral network (Fig. 1).

In this case, Liebig's law acquires an additional
property: not only to fix the degree of influence of each
factor on the study object, but also to purposefully
change the state of this object by expert or program
modification of the values of the input set of factors.

Conclusion

It was developed a technology for quantitative
evaluation of the determining force of influencing fac-
tors on the organism state based on the synthesis of an
ensemble of adequate models of the relationship be-
tween the space of input factors and the state of the
study subject. A quantitative differential evaluation of
the influence of input factors on the state of the subject
was carried out; the adaptation of input factors to the
objective state of the study subject was algorithmized. It
expands the possibilities of practical application of the
Liebig’s law of the minimum, both in the quantitative
evaluation of problematic ecologic factors, and in their
variations to achieve the required state of the subject.
The invariance of the developed technology for the
quantitative evaluation of the determining force of the
input factors to the features of the subject area has been
established, which makes it possible to extend the ob-
tained results to the animal and plant world and empha-
sizes the universality of the provisions of Liebig's law.
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KoncrpykTBHA peaiidanist 3akoHy MinimyMmy Jlibixa B mapaaurmi cuaTe3y
HeilipoMepe:kHOro KiaacudikaTopa cTaHiB cyd’ekTa

C. I1. Anpommn, O. M. Taiitan, O. €. 3uma

AHoTauis. 3akoH MiHiMyMy JIibixa — ofuH 3 (yHZaMEHTANFHUX 3aKOHIB B €KOJIOTi1, IKMIl TJIaCUTh, 10 HaHOLIBII 3HA-
YyIIUi U1 OpraHi3My ToH (axkTop, KU HAWOUTbIIE BiIXWIAETHCA BiJl HOTO ONTHMAIBFHOTO 3HAYCHHS 1 MPH IOMY HaHOiIbII
ICTOTHO OOMEXYy€e YCHIIIHY KUTTEISUTBHICTh OpraHi3My, OyAydd HaicnalIIo JIAaHKOIO B JIAHIFO31 HOTO E€KOJIOTIYHMX MOTpel.
Tomy mig gac kmacudikarii Ta MPOrHO3yBaHHI €KOJIOTIYHIX YMOB JIy)K€ BaXXJIMBO BU3HAYUTH CIa0Ky JTAHKY B JKUTTI OpraHi3MiB.
OpHak 3 OIJIAAy Ha HEOJHO3HAYHICTh BIUIMBY (DAKTODIB, KOMIIGHCAMLIIO BIUIMBY OJHHUX (DAaKTOpIB IHIIMMH, a TaKOX HASBHICThH
CHHEpPreTHYHOro eeKTy BIUIMBY Ha Pe3yJbTaT, MOXKHA KOHCTAaTyBaTH, 10 3akoH JliGixa ciif po3risgaTH sk 3aKOH, IIO Ji€ B
YMOBaX BHCOKOTO CTYIEHs HEBM3HAUCHOCTI, IO B Psi/ii BUIIAJKIB YCKIaJHIOE e()EeKTHBHICTh HOT0 3aCTOCYBaHHS Ha MPaKTHUII.
Mera cTaTTi — 3HAWTH AEeTePMiHOBAaHUIA 3B’ 130K BXiAHUX (aKTOPIB 3 LiIb0BOIO QyHKIIi€I0 (HAOOPOM MOKa3HUKIB CTaHy Cy0’ €KTa
aHauti3y), o nepeadayae CHHTE3 aHCaMOITI0 HeHpOMEepeKEeBIX MO/IeNei 3 PIMYCOBUM HAaBUaHHSM Ha NPHKIAaX PETPOCIICKTH-
BHUX JAaHWX, 3a0C3MEUYNUTH IX aJeKBATHICTh, MPOIYKTUBHICTh 1 TOYHICTh, CTBOPUTH aITOPUTM MOAM(IKaIil 3HAUCHHS BXIITHUX
GbakTopiB mix 3agaHMil Kiac cTaHy cy0'ekTa JOCHIUKEHHS I MParMaTHYHOTO, BHCOKOC()EKTHBHOIO BHKOPHCTAHHS 3aKOHY
Jlibixa Ha mpaktuii. B po6oTi po3pobieHa TEXHOIOTiA KUTbKICHOT OLIHKH JETEPMIHYIOUOi CHII (haKTOPiB, MO BIUIMBAIOTH HA
CTaH OpraHi3My, Ha OCHOBI CHHTE3y aHCcaMOJII0 aJIeKBaTHUX MOJeJiel 3B'I3Ky MPOCTOPY BXigHMX (akTOpiB 3i CTaHOM CyO'ekTa
ananizy. [IpoBeneHa kinbKkicHa AudepeHiaTbHa OLiHKA BIUIMBY BXiJHUX (hakTopiB Ha cTaH cy0'ekTa, aropuTMi30OBaHa ajarTa-
is BXiZHUX (aKTOpiB 0 LiMTbOBOro cTaHy cyb'ekra mociimpkeHHs. Lle po3IIMproe MOMKIMBOCTI MPAKTHYHOTO 3aCTOCYBAaHHS
3akoHy MiHiMyMy Jlibixa, Sk y KiJIbKiCHIM OLiHII MPOGIEMHHX eKONOTiuyHUX (PaKTOpiB, Tak i B Bapialisix HUMH JUIsl JOCSITHEHHS
HEOOXiTHOTO cTaHy cy0'ekTta. BcTaHOBIIGHO iHBapiaHTHICTH PO3POOIIEHOI TEXHOJOTI] KiMBKICHOI OLIHKH AETEPMIHYIOUOi CHIH
BXiTHUX (haKkTOPIB IO 0COOIMBOCTEH TpeaMEeTHOT 00JIacTi, IO JO3BOJISE MOMIMPHUTH OTPUMAaHI pe3yJIbTaTH Ha TBAPUHHHHI 1 poC-
JIMHHMH CBIT Ta MiJKPECITIOE YHIBEPCATIBHICTH MOJI0KEeHb 3aKoHy Jlibixa.

KawyoBi caosa: 3akon Jlibixa npo MiHIMyM, HeipoHHA Mepexa, aHcaMOJib HeHPOHHUX MEPENEBUX MoJeNeil 3 mpu-
MYCOBHM HaBYaHHSM.
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